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Abstract. We discover a new instability mechanism for short-time Fourier transform phase re-
trieval which yields that for any reasonable window function ϕ in any dimension d, the local stability
constant c(f) defined via

inf
|λ|=1

∥f − λg∥Mp(Rd) ≤ c(f)∥|Vϕf | − |Vϕg|∥D, ∀g ∈ Mp(Rd),

is infinite on a dense set of vectors for all weighted fractional Sobolev norms D, up to the sharp
maximal regularity level ensuring that the problem is well-defined. This, in particular, answers an
open problem of Rathmair (LSAA 2024), who asked whether exponential concentration of the Gabor
transform on R2 guaranteed a finite local stability constant. For the specific case of Gabor phase
retrieval, we further show that there is a complementary dense set where the local stability constant
on R2d is finite. In particular, the mapping f 7→ c(f), sending a function to its local stability
constant, is highly discontinuous.

Our results extend and complement a series of fundamental stability theorems for Gabor phase
retrieval which have been proven over the last ten years. Of particular note is the work of Grohs and
Rathmair (Comm. Pure Appl. Math. 2019 for d = 1 and J. Eur. Math. Soc. 2022 for d ≥ 1), who
showed that for sufficiently strong weighted Sobolev norms D on R2d, the local stability constant for
Gabor phase retrieval is bounded by the inverse of the Cheeger constant of the flat metric conformally
multiplied by |Vϕf |. As a consequence of our analysis, we determine two dense families of functions,
one of which has associated Cheeger constant zero and the other strictly positive. We also revisit
the stability problem for STFT phase retrieval on bounded subsets of the time-frequency plane, for
more general windows, and for restricted signal classes, extending and simplifying many influential
results in the literature.

1. Introduction

Fourier phase retrieval is a fundamental problem in signal processing and computational imaging,
where the goal is to reconstruct an image f from measurements of its Fourier magnitude |Ff |. This
problem appears frequently in crystallography, where one wishes to determine the structure of a
specimen by sending a beam of X-rays at the object and measuring the corresponding diffraction
pattern. Mathematically, if we call the image we want to observe f , then the detector records |Ff |2,
the squared modulus of the Fourier transform of f . Our task, then, is to recover f from |Ff |, up
to physically irrelevant ambiguities.

Since the Fourier phase retrieval problem is in general extremely ill-posed, practitioners have
sought different experimental setups to reduce the ambiguities present when trying to reconstruct
a function f from the squared modulus of a measurement operator applied to f . In ptychography,
a mask ϕ is placed in front of the sample, so that the detector now measures |F(fϕ)|2. The mask
is then shifted and the experiment repeated, resulting in the family of measurements |F(fTxϕ)|2,
where Tx denotes translation by x. The rationale for using this modified experimental setup is that
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it incorporates additional redundancy, which helps filter out possible ambiguities when attempting
to recover the true signal f . Mathematically, this new setup provides a clear link between the
phase retrieval problem and the field of time-frequency analysis, which is what we will exploit in
our analysis below.

Given a window function ϕ ∈ L2(Rd), recall that the short-time Fourier transform Vϕ : L2(Rd) →
L2(R2d) is defined by

(1) Vϕf(x, ω) = F(Txϕf)(ω) =

∫
Rd

f(t)ϕ(t− x)e−2πit·ωdt, for x, ω ∈ Rd.

It is easy to see that ∥Vϕf∥L2(R2d) = ∥ϕ∥L2(Rd)∥f∥L2(Rd). In particular, one can stably reconstruct f
from Vϕf for any non-trivial window function ϕ. The fundamental problem in STFT phase retrieval
is to stably reconstruct f from the phaseless measurement |Vϕf |2. To make this precise, first observe
that for any unimodular scalar λ, we have |Vϕf |2 = |Vϕ(λf)|2. Thus, it is impossible to distinguish
f and λf from phaseless STFT measurements. Fortunately, this is a trivial obstacle to the recovery
of f , as the global phase has no physical meaning. We therefore define the equivalence relation
f ∼ g if f = λg for some unimodular scalar λ. The objective of STFT phase retrieval is to identify
situations where this is the only ambiguity, that is, when one may recover the equivalence class
[f ] from |Vϕf |. In the special case that ϕ is the Gaussian, we refer to (1) as the Gabor transform
G = Vϕ and to the recovery of [f ] from |Gf | as Gabor phase retrieval.

At the algebraic level, there is a standard method for determining whether the operator Vϕ

performs phase recovery. Indeed, recall that the ambiguity function Af of a square-integrable
signal f is defined by Af(x, ω) := eπix·ωVff(x, ω). As is well known, Af is a continuous function
that determines f up to global phase. Moreover, we have the relation

F
(
|Vϕf |2

)
(ω,−x) = Af(x, ω)Aϕ(x, ω)

between the ambiguity function and the phaseless short-time Fourier transform. From this identity,
it is easy to see that whenever Aϕ does not vanish too much, we may recover Af (and hence [f ])
from |Vϕf |2. In particular, since the ambiguity function of the d-dimensional Gaussian is the 2d-
dimensional Gaussian and the ambiguity function of each of the Hermite functions only vanishes on
circles, there are many examples of windows where STFT phase retrieval is possible on the whole
of L2(R).

Although the ambiguity function relation gives a method to reconstruct f from |Vϕf |2, it is
notoriously unstable, as it involves division by the ambiguity function of the window, which always
decays at infinity and may possibly have many other zeros. To measure the local stability of
recovering f from |Vϕf | up to global phase, we make the following informal definition.

Definition 1. Fix a window function ϕ, two norms M and N and a class of functions E with the
property that ∥h∥N , ∥|Vϕh|∥M < ∞ for all h ∈ E. We say that Vϕ does (M,N , E)-local stable phase
retrieval at f ∈ E if there exists a constant C(f) < ∞ such that for all g ∈ E we have

inf
|λ|=1

∥f − λg∥N ≤ C(f)∥|Vϕf | − |Vϕg|∥M.

When E is the collection of all functions for which the above quantities are finite, we will abbreviate
and speak of M → N stability at f .
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To make Definition 1 precise, we need to specify the norms M and N as well as the admissible
class of signals E that g ranges over. In view of the relation ∥Vϕf∥L2(R2d) = ∥ϕ∥L2(Rd)∥f∥L2(Rd), the

most natural choice of norms would be M = L2(R2d) and N = L2(Rd). However, there is a recent
general result [4] that states that for any discrete or continuous frame on an infinite-dimensional
Hilbert space, the set of functions with an infinite L2-stability constant is dense. In particular,
for any infinite-dimensional closed subspace E ⊆ L2(Rd), the set of functions f ∈ E with infinite
(L2(R2d), L2(Rd), E)-local stability constant is dense in E.

Knowing that there is no linear prior E that may be imposed to avoid abundant instability in
the L2-norm, we will instead pursue a line of research pioneered by Grohs and Rathmair [18, 19],
who argued that local stability could be recovered if one uses weighted Sobolev norms for M and
appropriate modulation norms for N .

1.1. History. The study of the stability problem for phase retrieval in infinite-dimensions began
with an influential work of Cahill-Casazza-Daubechies [8] who showed that phase retrieval using a
frame is always unstable. To make this precise, let T : H → L2(µ) be an operator from a Hilbert
space H into L2(µ). We say that T does stable phase retrieval at f ∈ H if there exists a constant
C(f) < ∞ so that for all g ∈ H we have

(2) inf
|λ|=1

∥f − λg∥H ≤ C(f)∥|Tf | − |Tg|∥L2(µ).

The result of Cahill-Casazza-Daubechies [8] states that whenever T is the analysis operator of a
discrete frame and dimH = ∞ then supf∈H C(f) = ∞. This result was later extended by A. and
Grohs [3], who showed that whenever a discrete or continuous frame performs phase retrieval, the
recovery map will always be continuous but not uniformly continuous. In fact, it was recently shown
in [4] that for any discrete or continuous frame T : H → L2(µ) defined on an infinite-dimensional
Hilbert space we have C(f) = ∞ for a dense collection of f ∈ H.

After the above negative results, several distinct lines of research emerged. One major direction
pioneered by Calderbank-Daubechies-Freeman-Freeman [9] has shown that it is possible to perform
stable phase retrieval in infinite dimensions for many interesting operators T that do not arise as
the analysis operator of a frame. Most notably, through the combined efforts of Christ-P.-T. [11]
and Freeman-Oikhberg-P.-T. [12], infinite-dimensional subspaces E of L2(Rd) were constructed so
that the operator T := F|E : E → L2(Rd) satisfies (2) with supf∈E C(f) < ∞. This led to a new
and exciting line of research that utilized techniques from harmonic analysis, probability, and the
geometry of Banach lattices to construct many relevant situations where phase information could
be recovered in a stable manner.

The second main line of research focused on gaining a deeper understanding of the inherent
instabilities present in frame phase retrieval for specific structured frames such as the STFT or
wavelet transforms. This has led to the formulation of stable phase retrieval in Definition 1, where
one now has the additional freedom to choose the norms M and N , as well as the class of signals
that g ranges over. The first major result in this direction is due to A., Daubechies, Grohs and Yin
[2], who showed that Gabor phase retrieval restricted to bounded domains Ω ⊆ R2 is H1-stable.
More specifically, when ϕ is the Gaussian, we have for any function f ∈ L2(R) and any generic
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bounded domain Ω ⊆ R2 that there is a finite constant C = C(f,Ω) such that

(3) inf
|λ|=1

∥Gf − λGg∥L2(Ω) ≤ C(f,Ω)∥|Gf | − |Gg|∥H1(Ω) for all g ∈ L2(R).

Note that in the language of Definition 1, the above result corresponds to the case whenM = H1(Ω)
and N is the restricted modulation norm ∥f∥N = ∥Gf∥L2(Ω). Since functions in the image of the
Gabor transform are (up to trivial factors) holomorphic, N is indeed a norm. Moreover, from (3)
we are able to recover Gf from |Gf | on Ω, which by analyticity uniquely recovers f . Note, however,
that the inequality (3) does not contradict the above instability theorems for Gabor phase retrieval
for three reasons. First, we are measuring in the H1 norm rather than in the L2 norm. Second, the
instability of analytic continuation prevents us from stably reconstructing Gf from Gf |Ω and third,
the constant C(f,Ω) may decay to zero as Ω becomes larger.

Inspired by the above results, Grohs and Rathmair published two celebrated articles [18, 19]
showing that with a sufficient loss of regularity, the local stability constant for Gabor phase retrieval
could be bounded by the inverse of the Cheeger constant of the flat metric conformally multiplied
by |Vϕf |. More specifically, they derived an inequality of the form

(4) inf
|λ|=1

∥f − λg∥M1 ≲

(
1 +

1

h(f)

)
∥|Gf | − |Gg|∥M(f) for all g ∈ M1.

Here, M1 denotes the modulation norm based on L1, h(f) denotes an appropriate Cheeger constant
adapted to |Gf | and M(f) denotes a weighted first-order Sobolev norm that depends on f in a
way we will make precise below. The main message of (4) is that by introducing more complicated
norms and allowing for regularity loss, one could hope to overcome instabilities in Gabor phase
retrieval. In particular, it was argued in [18, 19] that computing the Cheeger constant should be
computationally tractable. In fact, we have the following conjecture of Rathmair which he presented
during his lectures at the research term Lattice structures in analysis and applications at ICMAT,
Madrid, in 2024 (to access the slides and the conjecture, see [23]).

Conjecture 2. Let f ∈ L2(R) be such that its Gabor transform Gf is exponentially concentrated,
i.e., there exists ϵ > 0 such that |Gf |eϵ|z| ∈ L2(R2). Then the local stability and Cheeger constants
of f should be finite and non-zero.

We remark that although the above conjecture suggests that “most” well-localized signals should
have a finite stability constant, an explicit estimation of h(f) was only offered in [18, 19] when f is
the Gaussian function.

To understand the importance of the inequality (4), we must recall the main sources of instability
in phase retrieval. The phase retrieval problem (as well as various other important inverse problems,
see [1, 10, 13, 15, 16]) can be defined in the general setting of Banach lattices, which also offers a
complete and simple characterization of real stable phase retrieval.

Recall that a vector lattice is a vector space X equipped with a partial ordering ≤ that is
compatible with the linear operations and for which |f | := f ∨ (−f) := sup{f,−f} exists for all
f ∈ X. A Banach lattice is a vector lattice that is also a Banach space and satisfies the compatibility
condition

|f | ≤ |g| =⇒ ∥f∥ ≤ ∥g∥.
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It is easy to see that for any measure µ and compact Hausdorff space K, Lp(µ) and C(K) are
Banach lattices in the pointwise (a.e.) ordering. On the other hand, the Sobolev space W 1,p is not
a Banach lattice in this ordering. We say that a subspace E of a Banach lattice X does C-local
stable phase retrieval (SPR) at f ∈ E if for all g ∈ E we have

inf
|λ|=1

∥f − λg∥ ≤ C∥|f | − |g|∥.

Note that the above definition generalizes the situation in (2), which is the special case E := T (H) ⊆
L2(µ). By making slight modifications to the proof of [5, Proposition 3.4] one may establish the
following theorem (note that f ∧ g := inf{f, g}).

Theorem 3. Let E be a subspace of a real Banach lattice X and f ∈ E. The following are equivalent
for a constant C < ∞.

1. C-local stable phase retrieval holds at f ∈ E.
2. There are no functions g, h ∈ E with f = g + h and ∥|g| ∧ |h|∥ < 1

C
(∥g∥ ∧ ∥h∥).

The above theorem shows that instabilities in real phase retrieval occur at f if and only if f can
be partitioned into two pieces that are “almost disjoint” from each other, i.e., the signal f is almost
disconnected. Returning to Gabor phase retrieval, the Cheeger constant is an alternative measure
of “disconnectedness” of Gf , defined by

h(f) := inf
∥Gf∥L1(∂C)

∥Gf∥L1(C)

,

where the infimum is taken over all open domains C ⊆ R2 with smooth boundary satisfying∫
C

|Gf | ≤ 1

2

∫
R2

|Gf |.

With the above discussion in mind, one may informally interpret (4) as stating that the only source
of instability in Gabor phase retrieval is “disconnected measurements”. Note that (4) is not an
immediate consequence of Theorem 3, as Gabor phase retrieval is a complex phase retrieval problem
and Theorem 3 only applies in the real setting (i.e., to sign retrieval problems). Moreover, (4)
involves norms that are not Banach lattice norms and incurs a loss of regularity. Finally, we remark
that although the Cheeger constant also quantifies “disconnectedness” it does not immediately
produce the functions g, h in the image of the Gabor transform that would be needed to yield
an instability in Theorem 3. In particular, although (4) proves that the Cheeger constant is an
upper bound for an appropriate local stability constant, it does not seem to claim that the Cheeger
constant also bounds the local stability constant from below.

1.2. Main results. We now outline our main results. Our first result shows that no amount of
imposed regularity or decay can overcome the inherent instabilities in STFT phase retrieval. In
particular, h(f) is infinite for a dense set of f and Conjecture 2 is false.

Theorem 4 (Dense instabilities for STFT phase retrieval). Fix p, q ∈ [1,∞), 0 ≤ s < 1 + 1
p
, r > 0

and a window function ϕ. Suppose that f ̸= 0 is such that ∥Vϕf∥W s′,p
2r ∩Lq(R2d)

< ∞ for some s′ > s.

Then for any ϵ > 0, there exists a function fϵ such that ∥Vϕf − Vϕfϵ∥W s′,p
r ∩Lq(R2d)

< ϵ and Vϕ fails
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to do W s,p
r → Lq stable phase retrieval at fϵ: There is no finite constant C(fϵ) such that

(5) inf
|λ|=1

∥Vϕfϵ − λVϕg∥Lq(R2d) ≤ C(fϵ)∥|Vϕfϵ| − |Vϕg|∥W s,p
r (R2d)

holds for all g with ∥Vϕg∥W s,p
r ∩Lq(R2d) < ∞.

Remark 5. The definition of stable phase retrieval requires a Lipschitz-type recovery. However,
our proof will rule out any sort of local modulus of continuity of the recovery map.

Remark 6. For a general window function ϕ, it is not clear what regularity functions in the image
of Vϕ have. Certainly, if ϕ ∈ L2(Rd) then Vϕ : L2(Rd) → L2(R2d), and one can construct a dense
set of functions with infinite L2-stability constant. Moreover, if ϕ is Schwartz, then the STFT Vϕ

maps Schwartz to Schwartz, so Theorem 4 will produce a dense collection of functions that fail local
stable phase retrieval even with regularity loss. Moreover, in the case of Gabor phase retrieval, our
proof will construct a dense family of functions with zero Cheeger constant. On the other hand,
if ϕ is rough, there is a priori no reason to expect any smoothness on Vϕf , which is why we have
phrased Theorem 4 as saying that whenever Vϕf has some regularity, we can create an instability
at that regularity level with vectors in the image of Vϕ arbitrarily close to Vϕf . Since we know
very little about what functions lie in the image of Vϕ, this proof utilizes the symmetries of the
STFT to produce an instability, and in particular we must choose E to be invariant under the
symmetries of the STFT. However, this is not completely necessary. For example, we will sketch
how to prove that for any infinite-dimensional closed subspace E ⊆ L2(R) there is always a dense
set of functions with infinite (H1(R2), L2(R), E)-stability constant for Gabor phase retrieval. In
particular, neither a regularity loss nor any priori restriction on the signal class E (as long as it is
an infinite-dimensional vector space) can remove instability in Gabor phase retrieval on R2.

Theorem 4 is consistent with the main results of Grohs and Rathmair in [18, 19], as the latter
results were conditional : If |Gf | is well-connected then f does local stable phase retrieval in certain
norms. However, to our knowledge, the only non-trivial example in the literature of a function
with h(f) ∈ (0,∞) is the Gaussian, so it was unclear to what extent functions of the form |Gf | are
indeed “well-connected”. On the other hand, Theorem 3 and its variants have been successfully
utilized outside of the realm of STFT phase retrieval to produce infinite-dimensional subspaces of
Banach lattices doing stable phase retrieval with stability constant independent of f [9, 11, 12].
That is, outside of the realm of STFT phase retrieval, one can actually construct real and complex
subspaces where all normalized functions “significantly overlap” and, in fact, supf∈E C(f) < ∞.

Our next main result states that for the specific case of Gabor phase retrieval, we in fact have
stability on a dense set as well!

Theorem 7. There is a dense set of f so that both the local stability constant for Gabor phase
retrieval in the H1-norm and the associated Cheeger constant of f are finite and non-zero. More
specifically, let E = {f ∈ L2(R) : Gf ∈ H1(R2)}. Then for a dense set of f ∈ E there exists a
constant C(f) < ∞ such that for all g ∈ E we have

inf
|λ|=1

∥f − λg∥L2(R) ≤ C(f)∥|Gf | − |Gg|∥H1(R2).

Remark 8. The stability of Gabor phase retrieval can also be partially propagated to other windows;
we will explain this in more detail below.
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The mechanism we introduce to produce an instability for STFT phase retrieval is to attach to f
a sequence of ripples “at infinity”, while staying inside the image of the STFT. This will cause the
local stability constant to blow up and hence the Cheeger constant to go to zero. We remark that,
in some sense, this source of instability is a consequence of the mathematical model and not the
physics. More precisely, we note that the Cheeger constant defined above treats the whole time-
frequency plane on an equal footing, whereas practitioners would only be able to take measurements
on a compact subset of the time-frequency plane. In particular, instabilities “at infinity” are not
relevant in physical experiments. To conclude this article, we return to the question of whether the
instabilities “at infinity” are the only source of instabilities, and show that this is indeed the case,
even without regularity loss. More specifically, we will revisit the inequality (3) which establishes
H1(Ω) to L2(Ω) stability on bounded domains and introduce an additional idea that will allow us
to remove the derivative loss.

2. Instability: A dense set with infinite local stability constant

The goal of this section is to prove that instabilities in STFT phase retrieval are inevitable, even if
one imposes a loss of regularity and decay. We will begin by showing that no amount of qualitative
concentration assumptions on the signal will restore stability; we will later upgrade this result so
that it involves both a loss of regularity and decay.

We define weighted Sobolev norms on (Rn, dµ) via

(6) ∥f∥W s,p
r (Rn,dµ) := ∥⟨x⟩rf∥Lp(Rn,dµ) + ∥⟨Dx⟩sf∥Lp(Rn,dµ).

When the measure is the Lebesgue measure, we will omit it from the notation. We recall the
non-trivial fact [6, 7, 20, 21] that the map f 7→ |f | is bounded on W s,p(Rn) (in the sense that
∥|f |∥W s,p(Rn) ≲ ∥f∥W s,p(Rn)) if and only if s < 1+ 1

p
. This will serve as a natural regularity threshold

below.

To state our first result, we fix a distinguished σ ≥ 0. We write Xp
σ ⊆ Lp

σ to denote a closed
subspace of Lp

σ which is closed under translation with the induced norm

∥f∥Xp
σ
:= ∥⟨x⟩σf∥Lp(Rd).

With this notation, we may state the following general instability result.

Proposition 9. Let σ ≥ 0 and let 1 ≤ p < ∞ and 1 ≤ q ≤ ∞. Let Xp
σ be a non-empty closed

subspace of Lp
σ as defined above. Fix a nonzero h ∈ Xp

σ with the decay hypothesis h ∈ Lp
2σ ∩ Lq

σ.
Then for every δ > 0 there exists k ∈ Xp

σ ∩ Lq such that

(7) ∥h− k∥Xp
σ∩Lq < δ

and the Xp
σ → Lq SPR constant for k is infinite. More precisely, there is a sequence of functions

kn ∈ Xp
σ ∩ Lq and an increasing sequence of real numbers an → ∞ such that kn → k in Xp

σ ∩ Lq

and for large enough n,

(8) inf
|λ|=1

∥k − λkn∥Lq > an∥|k| − |kn|∥Xp
σ
.

Proof. In the proof below, we will assume that h has some mass at the origin, i.e.,

(9) min(∥h∥Lp(B), ∥h∥Lq(B)) = 1,
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where B is the unit ball in Rd. If this is not the case, one can adjust the proof about a point where
h has mass. We define a family of disjoint annuli An := {jn ≤ |x| ≤ 2jn} where jn ≥ 1 is an
increasing sequence of integers to be chosen. We will adopt the notation that

∥f∥X(An) := ∥χAnf∥Xp
σ
, n ∈ N, ∥f∥X≥n

:= ∥χ|x|≥ jn
2
f∥Xp

σ
,

where χS denotes the indicator function of S. We will also use the notation ∥ · ∥Lq(An) and ∥ · ∥Lq
≥n

which are defined similarly to the above. We can then choose jn large enough so that the annuli
An are pairwise disjoint, and we have

(10) ∥h∥X(An)∩Lq(An) ≤ ∥h∥X≥n∩Lq
≥n

≤ 2−3n⟨jn⟩−σ.

Above, by ⟨jn⟩σ we mean ⟨(jn, 0, . . . , 0)⟩σ. Note that (10) ensures that most of the Xp
σ ∩Lq mass of

h is in the ball B(0, jn
2
). The reason we get the factor of ⟨jn⟩−σ in the upper bound (10) is thanks to

the hypothesis that h ∈ Xp
2σ ∩ Lq

σ. The factor of 2−3n comes from taking jn large enough to ensure
that

∥hχ|x|≥ jn
2
∥Xp

2σ∩L
q
σ
≤ 2−3n.

Hence, in particular, jn may possibly be very large relative to 23n.

We now define a sequence of functions ϵn by

ϵn =
2−n

⟨jn⟩σ
τ 3

2
jn
h

where τn denotes translation by n in the x1 direction. The main bounds for ϵn that we will need to
prove instability are given by the following lemma.

Lemma 10. By taking jn growing sufficiently fast, the sequence ϵn satisfies the bounds

(1) (Global upper bounds). We have

(11) ∥ϵn∥Xp
σ∩Lq ≲σ 2−n∥h∥Xp

σ∩Lq , ∥ϵn∥Lq∩Lp = 2−n⟨jn⟩−σ∥h∥Lq∩Lp .

(2) (Mass concentration bound on An). We have

(12) ∥ϵn∥Lq(An) ≥ 2−n⟨jn⟩−σ.

(3) (Mass tail bound outside of An). Let A
c
n denote the complement of An. Then

(13) ∥ϵn∥X(Ac
n) ≲σ 2−4n⟨jn⟩−σ.

(4) (Small overlap bound). We have

(14) sup
1≤j<n

∥ϵj∥X(An) ≲σ 2−3n⟨jn⟩−σ.

In the above, the implicit constants are universal (i.e., they do not depend on n, h, or ϵn).

Remark 11. The above lemma essentially says that the ϵn are of size 2−n in Xp
σ∩Lq and are almost

disjoint (in the sense that all but a factor of ⟨jn⟩−σ2−3n of their X mass lives in An). Moreover,
the ϵn are almost disjoint from h.

We postpone the proof of this lemma until the end and will first show how Proposition 9 follows.
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Proof that Lemma 10 implies Proposition 9. Fix 0 < δ < 1. We will show that we can take an = 2n

in (8) (but this is not essential). It will be convenient to define k := cn+ bn and kn := cn− bn where
cn and bn are sequences of functions given by

cn = h+ δ
∑
j≤n

ϵj

and
bn = δ

∑
j>n

ϵj.

If δ is small enough, then by (11) and geometric summing, we have

∥h− k∥Xp
σ∩Lq ≲∥h∥

X
p
σ∩Lq

δ.

Moreover, it is clear that kn → k in Xp
σ ∩ Lq as n → ∞. It remains to establish (8). To this end,

we let λ ∈ C with |λ| = 1. We first claim that for large enough n, we have the uniform in λ bound

∥k − λkn∥Lq = ∥(1− λ)cn + (1 + λ)bn∥Lq ≳σ δ2−n⟨jn+1⟩−σ.(15)

To see this, we consider separately the cases where |λ − 1| ≥ 1
2
and |λ − 1| < 1

2
. In the first case,

we have for δ small enough,

∥k − λkn∥Lq ≥ 1

2
∥h∥Lq − 2δ

∑
j≥1

∥ϵj∥Lq ≳ ∥h∥Lq ,

where we used the triangle inequality and (11). This more than suffices for large n. If |λ− 1| < 1
2
,

we have

∥k − λkn∥Lq(Rd) ≥ ∥k − λkn∥Lq(An+1) ≥ δ∥ϵn+1∥Lq(An+1) − 2∥h∥Lq(An+1) − 2δ
∑

j ̸=n+1

∥ϵj∥Lq(An+1)

which from (10), (12), (13) and (14) can be bounded from below by δ2−n⟨jn+1⟩−σ (if n is large
enough). This gives (15). On the other hand, we have

∥|k| − |kn|∥Xp
σ
= ∥|cn + bn| − |cn − bn|∥Xp

σ
≤ 2∥bn∥X(∩j>nAc

j)
+ 2

∑
j>n

∥cn∥X(Aj).

By geometric summing 2−3n and using (13), it is easy to see that the first term satisfies

∥bn∥X(∩j>nAc
j)
≲σ ⟨jn+1⟩−σ2−4n,

while the second term satisfies

2
∑
j>n

∥cn∥X(Aj) ≤ 2
∑
j>n

∥h∥X(Aj) + 2
∑
j>n

∑
k≤n

∥ϵk∥X(Aj).

Using (10), the first term in the above can be estimated by

2
∑
j>n

∥h∥X(Aj) ≲ 2−3n⟨jn+1⟩−σ.

Using the small overlap bound (14), the second term is bounded by

2
∑
j>n

∑
k≤n

∥ϵk∥X(Aj) ≲σ ⟨jn+1⟩−σ
∑
j>n

2−2j ≤ ⟨jn+1⟩−σ2−2n.
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By combining this bound with (15), we obtain (8). This completes the proof. □

It remains to prove Lemma 10.

Proof. Below, we will use that ⟨x+y⟩ ≲ ⟨x⟩⟨y⟩ for x, y ∈ Rd throughout the proof. We first observe
that

∥ϵn∥Xp
σ
= 2−n⟨jn⟩−σ∥⟨x+ 3jn/2⟩σ · h∥Lp≲σ 2−n

(
⟨3jn/2⟩
⟨jn⟩

)σ

· ∥h∥Xp
σ
≲σ 2−n∥h∥Xp

σ
.

So, equation (11) follows from the translation invariance of the Lebesgue norms. We now move on
to the bound (12). For this, we simply note that by a translation change of variables and (9), we
have

∥ϵn∥Lq(An) =
2−n

⟨jn⟩σ
∥τ 3

2
jn
h∥Lq(An) ≥

2−n

⟨jn⟩σ
∥h∥Lq(B) ≥

2−n

⟨jn⟩σ
,

where in the second last inequality we used that An+
3
2
jne1 contains the unit ball. For equations (13)

and (14), we just reuse the argument above for equation (11), the inclusions Ac
n−3jn/2 ⊂ B(0, jn/2)

c

and An − 3jℓ/2 ⊂ B(0, jn/2)
c for ℓ < n (as well as equation (10)). □

Fix a window function ϕ ̸= 0. The fundamental covariance property of the STFT states that for
all x, u, ω, η ∈ Rd we have

(16) Vϕ(TuMηf)(x, ω) = e−2πiu·ωVϕf(x− u, ω − η),

where Tu is translation by u and Mη is modulation by η. This gives us the invariance needed to
apply Proposition 9. To prove Theorem 4, we now have to incorporate derivative loss.

Proof of Theorem 4. In view of Proposition 9, it remains to deal with the regularity loss, which we
shall overcome by using techniques from paradifferential calculus. Indeed, the argument below will
allow us to reduce from the top order derivative norm to the lower order norm in a relatively simple
way.

Fix Vϕf as in Theorem 4 and ε > 0. Using the covariance property of the STFT and the
construction in Proposition 9, we can create functions Vϕfϵ as in Theorem 4 as well as a sequence
of functions Vϕfϵ,k which witness an instability at Vϕfϵ. Morally speaking, Vϕfϵ will take the form

(17) Vϕfϵ = Vϕf +
∞∑
n=1

ϵnTanVϕf,

where (ϵn) is a sequence of small positive numbers, (an) is a sequence of well-chosen positive numbers,
and for a > 0, TaVϕf(x, ω) = Vϕf(x, ω1 − a, ω2, . . . , ωd) is the translation symmetry induced by
modulation in the first coordinate. Vϕfϵ,k is then obtained by flipping signs after the k-th bump.

Fix j and let Pj denote the standard Littlewood-Paley projection at frequency 2j (see [24, Ap-
pendix A] for the basic Littlewood-Paley theory we use below). With the above notation, we write

|Vϕfϵ,k| − |Vϕfϵ| = P<j (|Vϕfϵ,k| − |Vϕfϵ|) + P≥j (|Vϕfϵ,k| − |Vϕfϵ|) .

From this we obtain the estimate

∥|Vϕfϵ,k| − |Vϕfϵ|∥W s,p ≲ 2js∥|Vϕfϵ,k| − |Vϕfϵ|∥Lp + 2−jδ (∥|Vϕfϵ,k|∥W s+δ,p + ∥|Vϕfϵ|∥W s+δ,p) ,
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for any 0 < δ ≪ 1. In the second term, we can kill the absolute value as long as s+ δ < 1 + 1
p
. By

the triangle inequality and the absolute convergence of the sum in (17) we then get

2−jδ (∥|Vϕfϵ,k|∥W s+δ,p + ∥|Vϕfϵ|∥W s+δ,p) ≲ 2−jδ
(
∥Vϕf∥W s+δ,p

r
+ ϵ

)
.

This can be made small by taking j large, by our assumption that ∥Vϕf∥W s′,p
r

< ∞. Thus, it suffices

to control the weighted lower order norm, which we proved in Proposition 9 can be taken to rapidly
converge to zero. □

Remark 12. In view of the above proof, it should be evident to the reader that similar instability
results hold if the STFT is replaced by the wavelet transform.

Remark 13. Note that our definition of the norm (6) only incorporates weights on the level of Lp.
This is not crucial for the above arguments. For example, if we wanted to prove an instability with
respect to the norm

∥f∥W s,p
r

+
∑
i

∥⟨x⟩N∂xi
f∥Lp

instead of ∥f∥W s,p
r

we would simply assume a higher regularity variant of the conditions in The-
orem 4. Indeed, with these modifications we could still repeat much of the above argument, as
differentiation is translation invariant. On the other hand, to prove the reduction from weighted
Sobolev norms to weighted Lp norms, we notice that, by chain rule, we have the norm equivalence

∥f∥W s,p
r

+
∑
i

∥⟨x⟩N∂xi
f∥Lp ∼N ∥f∥W s,p

r
+
∑
i

∥∂xi

(
⟨x⟩Nf

)
∥Lp .

If one uses this latter expression of the norm, the Littlewood-Paley argument goes through almost
verbatim if one replaces |Vϕfϵ,k|−|Vϕfϵ| by ⟨x⟩N (|Vϕfϵ,k| − |Vϕfϵ|) and makes the appropriate absolute
convergence assumption for the series (17) which would follow from higher regularity variants of
the conditions in Theorem 4.

So far, we have worked only with W s,p
r → Lq stability, which is defined by quantifying over all

g such that Vϕg ∈ W s,p
r ∩ Lq(R2d). What if we a priori know that Vϕf ∈ E ⊆ W s,p

r ∩ Lq(R2d), and
we only want to quantify over g with the same property in our definition of stability at f? This
brings us back to the full generality provided by Definition 1. Since E may not be closed under
any sort of symmetry of the STFT, the above argument for producing an instability breaks down.
However, since the STFT is a frame, we will still obtain (L2(Rd), L2(R2d), E) instability on a dense
set [4]. Moreover, in the case of the Gabor transform we may combine the argument in [4] where
the compactness of the analysis operator on finite measure sets is used to produce an L2-almost
disjoint sequence with standard elliptic regularity theory to obtain an almost disjoint sequence with
respect to a higher regularity (say H1) norm. By the above argument, this can then be used to
create instabilities in higher regularity norms (say H1 → L2) for the Gabor transform at Gfϵ ∈ E
arbitrarily close to Gf ∈ E, while only needing to quantify over Gg ∈ E in the definition of stability.
Thus, as long as E is an infinite-dimensional closed subspace, instabilities will be omnipresent.

On the other hand, there are very interesting examples where E is not a subspace, and one can
prove stability for frame phase retrieval. In particular, we refer the reader to [8, 14] for examples
of frames for infinite-dimensional Hilbert spaces which perform stable phase retrieval on a relevant
class of nonlinear subsets. Such subsets are created by enforcing quantitative decay assumptions on
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the admissible signals by imposing a Besov-style condition at each frequency scale, which prohibits
one from sending bumps to infinity without being forced to significantly reduce their norm. This
condition rules out the mechanism for instability we observed above and, in many cases, restores
stability.

3. Stability: Bounded domains and polynomials

We now return to the problem of establishing stability for Gabor phase retrieval. From the above
results, we know that instabilities are omnipresent on R2d. Nevertheless, we will prove that there
are also many functions that allow for stable recovery on R2d and that all functions allow for stable
recovery on bounded subsets of the time-frequency plane.

The results in this section are mostly specific to the Gabor transform (i.e., the Gaussian window)
but we will also discuss possible extensions to other windows.

3.1. Bounded domains. For a generic bounded domain Ω ⊆ C, we now give a simple proof of
H1(Ω) → H1(Ω) local stability for all f . In the next subsection, we will prove a similar result for
a dense set of f when Ω = C. For this purpose, it is convenient to work directly in the Fock space,
i.e., view the Gaussian as part of the measure rather than as part of the functions of interest.

We start with a standard and elementary argument taken from [2, 18, 19]. The key fact about
holomorphic functions that we will use is the identity

(18) |∇|F || = 1√
2
|∇F | = |F ′|.

Remark 14. Note that one can always bound the gradient of the moduli by the moduli of the
gradient, but this is not useful in phase retrieval. The converse inequality is true for real-valued
functions and for holomorphic functions. It is very useful, as it allows one to introduce moduli into
the argument.

The first elementary step of the argument is to note that for any domain Ω ⊆ C (bounded or
unbounded) we have

inf
|λ|=1

∥F2 − λF1∥Lp(Ω) ≲ inf
λ∈C

∥F2 − λF1∥Lp(Ω) + ∥|F1| − |F2|∥Lp(Ω).

This inequality involves no special properties of the functions. We now write (where dγ is the
Gaussian measure)

inf
λ∈C

∥F2 − λF1∥Lp(Ω) = ∥F2

F1

− λ∥Lp(Ω,|F1|pdγ) ≤ Cpoinc(Ω, |F1|pdγ)∥∇
(
F2

F1

− λ

)
∥Lp(Ω,|F1|pdγ)

= Cpoinc(Ω, |F1|pdγ)∥∇
(
F2

F1

)
∥Lp(Ω,|F1|pdγ),

i.e., we remove the phase by passing to the level of derivatives. We are now able to apply (18) to
bound the above by something only involving moduli. Indeed, inserting (18) and using the quotient
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rule and the triangle inequality, we may bound

inf
|λ|=1

∥F2 − λF1∥Lp(Ω)

≲ Cpoinc(Ω, |F1|pdγ)
(
∥|F1| − |F2|∥Lp(Ω) + ∥∇|F1| − ∇|F2|∥Lp(Ω) +

∥∥∇|F1|
|F1|

(|F1| − |F2|)
∥∥
Lp(Ω)

)
.

The first two terms above are harmless. The last term has a bad balance of derivatives and needs to
be handled in a case-by-case manner. Note first that, for the case of a Gaussian, i.e., F1 = constant,
this term is completely harmless.

From the above, there are three things left to do if one wishes to prove stability for Gabor phase
retrieval on Ω:

(1) Justify that Cpoinc(Ω, |F1|pdγ) < ∞.

(2) Handle the third term above, i.e., control
∥∥∇|F1|

|F1| (|F1| − |F2|)
∥∥
Lp(Ω)

.

(3) Minimize the derivative loss, e.g., replace inf |λ|=1 ∥F2−λF1∥Lp(Ω) by inf |λ|=1 ∥F2−λF1∥W 1,p(Ω).

Let us first consider the case studied in [2] where we have a bounded domain Ω and we assume
that F1 has n-zeros on Ω and none on the boundary. If n = 0, then obviously |F1|pdγ ∼ dγ, so the

Poincaré inequality is justified, and to handle the third term above, we can just place ∇|F1|
|F1| in L∞.

By a simple inductive strategy, it now suffices to consider the case of one zero, and show that that
zero is harmless. Let this zero be at z0 and consider a small ball Bϵ(z0). We have

(19) inf
|λ|=1

∥F2 − λF1∥Lp(Ω) ≤ inf
|λ|=1

(
∥F2 − λF1∥Lp(Bϵ(z0)) + ∥F2 − λF1∥Lp(Ω\Bϵ(z0))

)
.

For the first term, we use the following standard proposition.

Proposition 15. Suppose that D ⊆ C is simply connected and F is holomorphic and bounded on
a neighborhood of D. Then

∥F∥Lp(D) ≲ ∥F∥Lp(∂D).

This proposition allows us to place the first term in (19) on the boundary of Bϵ(z0). Then, one
has several options. One option is to go to W 1,p on a small annulus with inner radius ∂Bϵ(z0) by
the trace inequality. This was done in previous works, but it is quite wasteful, as it neglects the
fact that our functions are holomorphic. Instead, it is better to apply a Cacciopoli argument to not
lose regularity. From this one deduces that

(20) inf
|λ|=1

∥F2 − λF1∥Lp(Ω) ≲ inf
|λ|=1

∥F2 − λF1∥Lp(Ω\B ϵ
2
(z0)),

which reduces to the case of no zeros. One can similarly use this to upgrade regularity on the
left-hand side of the inequality. Indeed, one may write

∥∇F2 − λ∇F1∥Lp(Ω) = ∥F ′
2 − λF ′

1∥Lp(Ω) ≲ ∥F ′
2 − λF ′

1∥Lp(Ω\B ϵ
2
(z0)) ≈ ∥∇F2 − λ∇F1∥Lp(Ω\B ϵ

2
(z0))

to reduce to the case where F1 does not vanish. Then, one may write

∥∇F2 − λ∇F1∥Lp(Ω\B ϵ
2
(z0)) = ∥∇

((
F2

F1

− λ

)
F1

)
∥Lp(Ω\B ϵ

2
(z0)).
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If the derivative falls on the first term, we reduce to the case studied above. Otherwise, the derivative
falls on the second term, in which case we may write(

F2

F1

− λ

)
∇F1 =

(
F2

F1

− λ

)
∇F1

F1

F1

and place ∇F1

F1
in L∞ as before. This now removes the derivatives and allows us to repeat the above

argument, justifying objective (3) above.

Remark 16. It is instructive to compare the above argument with the previous approaches from
[2, 18, 19]. As emphasized in [18], in the case where Gf is a Gaussian and Ω = BR(0) is the ball

centered at zero of radius R, the stability bounds in [2] degenerate like e−πR2
. This is because in

[2] the authors do not “cancel” the Gaussian in F1

F2
and instead work with Gf1

Gf2 when executing the

above argument. They then individually estimate the numerator and denominator (from above and
below, respectively) causing an exponential loss in R2. This is rectified somewhat in [18, 19], though

these papers also treat the problematic term
∥∥∇|F1|

|F1| (|F1| − |F2|)
∥∥
Lp(Ω)

quite differently. Indeed, in

our analysis, we remove the zeros of F1 and simply place ∇|F1|
|F1| in L∞. In particular, in the Gaussian

case where F1 = 1, this does not cause any losses in R (in fact, the problematic term completely
vanishes). On the other hand, in [18, 19] the authors try to directly estimate for a general function
H,

∥∥∇|F1|
|F1|

H
∥∥
Lp(Ω)

.

Here, it is instructive to consider the case when F1 is a polynomial, as below we will show that such
functions allow for stable phase recovery on C. In this case, we write F1(z) = (z − z1) · · · (z − zn),

where the zi are the zeros of F1. Each of these zeros leads to a pole in
∣∣∣∇|F1|

|F1|

∣∣∣ = ∣∣∣∇F1

F1

∣∣∣, and the

question is how to estimate the contributions of these poles. In [19, Proposition 4.3], the authors
“quantify” the contribution of the poles by utilizing a weighted norm M(f) as in (4), resulting in
an estimate of the form

∥∥∇|Gf |
|Gf |

H
∥∥
Lp(Ω)

≲ ∥(1 + | · −z0|2d+2)H∥Lq(Ω),

where z0 is the maximum of |Gf | on all of C and the indices are chosen appropriately (in particular,
p = 2 is not allowed and contrary to our argument a significant loss of integrability occurs). Here,
the main point is that the parameter z0 depends on the maximum of |Gf | not on Ω, but on all of
C. In particular, when Ω = B1(0) and the (zi)

n
i=1 are chosen in Ω, the maximum will likely be far

from Ω, resulting in a large weight in the above norm. Similarly, when Gf is a shifted Gaussian and
Ω = B1(0), the stability constant will blow up (or more precisely the norm M(f) will grow as the
authors hide the non-Cheeger portion of the stability constant in this norm) as the Gaussian shifts
to infinity.

3.2. Polynomials on the complex plane. We now move to the case of the whole space but
with F1 = p(z), a polynomial. By a gluing argument which we will present below and the above
stability results on bounded domains, it suffices to justify the above conditions for a half-plane that
is sufficiently away from the “bulk” of p(z). Indeed, we partition the complex plane into a large



CHEEGER’S CONSTANT FOR THE GABOR TRANSFORM AND RIPPLES 15

disk or radius R, together with three half-planes so that all subsets significantly overlap, and such
that p(z)e−π|z|2 is very small but non-vanishing outside of the main disk.

To handle (2) we can write
∣∣∣∇F1

F1

∣∣∣ = ∣∣∣p′p ∣∣∣, which can be chosen to be small on the half space as

p′ is a lower order polynomial than p, so this term is harmless and can be placed in L∞. This also
takes care of (3), when combined with the above arguments. For (1), we choose our half-planes for
the polynomial to decay relative to the Gaussian measure so that we have log concavity, extend the
density V in the definition of log-concavity by ∞ (i.e., extend the measure by 0) and use the fact
that log-concave measures on Rd have Poincaré inequalities. This allows us to deduce a Poincaré
inequality on the half-space, and hence stability for Gabor phase retrieval on the half-space when
combined with the arguments from the previous subsection.

3.2.1. Gluing argument. In the above argument, we constructed open subsets of the complex plane
which “significantly overlap” and for which one has stability for Gabor phase retrieval at G−1p,
where p is a polynomial in the Fock space. We now systematically show that one may “glue” these
regions together in a way that maintains local stability. For this, we introduce for an open set
Ω ⊆ C and r ≥ 0 the notation,

cr,Ω(f) := sup
g∈L2(R)

dΩ(f, g)

∥|Gf | − |Gg|∥H1
r (Ω)

,

where

dΩ(f, g) := inf
|λ|=1

∥Gf − λGg∥L2(Ω).

If Ω ⊆ C is a domain and A,B ⊆ Ω are non-empty open subsets such that Ω = A∪B we define the
f -connectivity of A and B as

λA,B(f) :=
∥Gf∥L2(A∩B)

∥Gf∥L2(A) + ∥Gf∥L2(B)

> 0.

Our gluing result may be stated as follows.

Proposition 17. Let Ω ⊆ C be a domain and let A,B ⊆ Ω be non-empty open subsets such that
A ∪B = Ω. Let r ≥ 0 and fix f ∈ L2(R). Then

cr,Ω(f) ≤
(
cr,A(f)

2 + cr,B(f)
2
) 1

2

(
λA,B(f)

−1 +
√
2
)
.

Proof. Let us denote the complex conjugates of the minimizers of dA(f, g) and dB(f, g) by τA and
τB, respectively. Then, we let

τ0 := avgS1(τA, τB) :=

{
τA−τB
|τA−τB | , if τA ̸= −τB,

iτA, otherwise,

and note that

|τA − τ0| = |τB − τ0| ≤ 2−
1
2 |τA − τB|.
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We now estimate

dΩ(f, g) ≤ ∥τ0Gf − Gg∥L2(Ω)

≤ ∥τ0Gf − Gg∥L2(A) + ∥τ0Gf − Gg∥L2(B)

≤ ∥τAGf − Gg∥L2(A) + ∥τBGf − Gg∥L2(B) + |τA − τ0|∥Gf∥L2(A) + |τB − τ0|∥Gf∥L2(B)

≤ cA,r(f)∥|Gf | − |Gg|∥H1
r (A) + cB,r(f)∥|Gf | − |Gg|∥H1

r (B)

+ 2−
1
2 |τA − τB|(∥Gf∥L2(A) + ∥Gf∥L2(B))

≤
(
cA,r(f)

2 + cB,r(f)
2
) 1

2

(
∥|Gf | − |Gg|∥2H1

r (A) + ∥|Gf | − |Gg|∥2H1
r (B)

) 1
2

+ 2−
1
2λA,B(f)

−1|τA − τB|∥Gf∥L2(A∩B)

≤ 2
1
2

(
cA,r(f)

2 + cB,r(f)
2
) 1

2 ∥|Gf | − |Gg|∥H1
r (Ω) + 2−

1
2λA,B(f)

−1∥(τA − τB)Gf∥L2(A∩B).

We finally estimate the second summand by

∥(τA − τB)Gf∥L2(A∩B) ≤ ∥τAGf − Gg∥L2(A∩B) + ∥τBGf − Gg∥L2(A∩B)

≤ ∥τAGf − Gg∥L2(A) + ∥τBGf − Gg∥L2(B)

≤ 2
1
2

(
cA,r(f)

2 + cB,r(f)
2
) 1

2 ∥|Gf | − |Gg|∥H1
r (Ω).

This completes the proof. □

Remark 18. The stability of Gabor phase retrieval can be partially propagated to other windows.
Indeed, in [17] window functions were constructed for which the ambiguity function does not vanish
and the stability of the STFT phase retrieval problem for these windows was studied in [22]. We
remark that a quick explanation of why these windows should do STFT phase retrieval follows
immediately from (1) and the above stability argument for the Gabor phase retrieval problem. Indeed,
for any window Φ, we may use (1) to deduce that

F
(
|Vϕf |2 − |Vϕg|2

)
(ω,−x) = (Af(x, ω)−Ag(x, ω))Aϕ(x, ω)

=
Aϕ(x, ω)

AΦ(x, ω)
(Af(x, ω)−Ag(x, ω))AΦ(x, ω)

=
Aϕ(x, ω)

AΦ(x, ω)
F
(
|VΦf |2 − |VΦg|2

)
(ω,−x),

where ϕ is the Gaussian window. Multiplying by ⟨(x, ω)⟩ and applying Plancherel’s theorem, one
obtains

∥|Vϕf |2 − |Vϕg|2∥H1 = ∥⟨(x, ω)⟩Aϕ(x, ω)

AΦ(x, ω)
F
(
|VΦf |2 − |VΦg|2

)
(ω,−x)∥L2 .

In [17], examples of Φ are constructed which satisfy the bound
∣∣∣⟨(x, ω)⟩Aϕ(x,ω)

AΦ(x,ω)

∣∣∣ ≲ 1. For such Φ,

we obtain

(21) ∥|Vϕf |2 − |Vϕg|2∥H1 ≲ ∥|VΦf |2 − |VΦg|2∥L2 .
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Notably, only L2 norms appear on the right-hand side of (21). One can now use our above stability
results to – in certain cases such as when Vϕf is a polynomial – bound

∥|Vϕf |2 − |Vϕg|2∥H1 ≥ C(f) inf
|λ|=1

∥(Vϕf)
2 − λ(Vϕg)

2∥.

This gives a form of stability for STFT phase retrieval with window Φ; in particular, if |VΦf | =
|VΦg| ∈ L4 we deduce immediately from the above quantitative estimates that this implies that f is
a unimodular multiple of g.
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of the content in this article.
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31(5):1339–1352, 2024.

[12] D. Freeman, T. Oikhberg, B. Pineau, and M. A. Taylor. Stable phase retrieval in function spaces. Math. Ann.,
390(1):1–43, 2024.

[13] Daniel Freeman and Daniel Haider. Optimal lower Lipschitz bounds for ReLU layers, saturation, and phase
retrieval. arXiv preprint arXiv:2502.09898, 2025.

[14] Daniel Freeman and Mitchell A Taylor. The Cahill-Casazza-Daubechies problem on Hölder stable phase retrieval.
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Notices, 2024(22):14094–14114, 2024.

[23] Martin Rathmair. Gabor phase retrieval via semidefinite programming. Minicourse presented at the re-
search term Lattice Structures in Analysis and Applications, ICMAT, Madrid, 2024. Slides available at
https://www.icmat.es/RT/2024/LSAA/program.php.

[24] Terence Tao. Nonlinear Dispersive Equations: Local and Global Analysis. Number 106 in CBMS Regional Con-
ference Series in Mathematics. American Mathematical Society, 2006.


	1. Introduction
	1.1. History
	1.2. Main results

	2. Instability: A dense set with infinite local stability constant
	3. Stability: Bounded domains and polynomials
	3.1. Bounded domains
	3.2. Polynomials on the complex plane
	Acknowledgments

	References

